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Abstract— This paper describes our experiences using a
wireless sensor network to monitor volcanic eruptions with
low-frequency acoustic sensors. We developed a wireless
sensor array and deployed it in July 2004 at Volćan
Tungurahua, an active volcano in central Ecuador. The net-
work collected infrasonic (low-frequency acoustic) signals
at 102 Hz, transmitting data over a 9 km wireless link to a
remote base station. During the deployment, we collected
over 54 hours of continuous data which included at least
9 large explosions. Nodes were time-synchronized using a
separate GPS receiver, and our data was later correlated
with that acquired at a nearby wired sensor array. In
addition to continuous sampling, we have developed a
distributed event detector that automatically triggers data
transmission when a well-correlated signal is received by
multiple nodes. We evaluate this approach in terms of
reduced energy and bandwidth usage, as well as accuracy
of infrasonic signal detection.

I. I NTRODUCTION

Wireless sensor networks have the potential to greatly
benefit studies of volcanic activity. Volcanologists cur-
rently use wired arrays of sensors, such as seismometers
and acoustic microphones, to monitor volcanic eruptions.
These sensor arrays are used to determine the source
mechanism and location of an earthquake or explosion,
study the interior structure of the volcano, and differ-
entiate true eruptions from noise or other signals (e.g.,
mining activity) not of volcanological interest. A typical
campaign-type study will involve placement of one or
more stations on various sites around a volcano. Each
station typically consists of a few (less than five) wired
sensors distributed over a relatively small area (less than
100 m2), and records data locally to a hard drive or
flash card. The data must be manually retrieved from
the station, which may be inconveniently located. Power

consumption of these systems is very high, requiring
large batteries and solar panels for long deployments.

Embedded wireless sensor networks, consisting of
small, low-power devices integrating a modest amount
of CPU, memory, and wireless communication, could
play an important role in volcanic monitoring. Wire-
less sensor nodes have lower power requirements, are
easier to deploy, and can support a larger number of
sensors distributed over a wider area than current wired
arrays. Using long-distance wireless links, data can be
monitored in real time, avoiding the need for manual
data collection from remote stations. Such an approach
is not without its challenges, however. Volcanic time-
series data are often sampled continuously at rates of
40 Hz or more, far greater than the low frequencies used
in environmental monitoring studies [1]. Due to limited
radio bandwidth, however, complete signals cannot be
captured and transmitted from a large sensor array. For
such a network to run for extended periods of time,
careful power management techniques, such as triggering
and in-network event detection, must be developed. In
addition, signals from multiple sensor nodes must be
accurately synchronized against a global time base.

To demonstrate the use of wireless sensors for volcanic
monitoring, we developed a wireless sensor network and
deployed it on Volćan Tungurahua, an active volcano in
central Ecuador. This network was based on the Mica2
sensor mote platform and consisted of three infrasonic
(low-frequency acoustic) microphone nodes transmitting
data to an aggregation node, which relayed the data
over a 9 km wireless link to a laptop at the volcano
observatory. A separate GPS receiver was used to es-
tablish a common time base for the infrasonic sensors.
During this deployment, we recorded over 54 hours of
infrasonic signals at a rate of 102 Hz per node, resulting



in over 1.7 GB of uncompressed log data. Throughout
the deployment the volcano produced several small or
moderate explosions an hour, though the rate and energy
of eruptions varied considerably.

This small-scale deployment provided a proof-of-
concept as well as a wealth of real acoustic signals that
we have used to develop a larger-scale prototype. In
order to scale to a larger number of nodes, we have de-
veloped a distributed signal correlation scheme, in which
individual infrasonic motes capture signals locally and
communicate only to determine whether an “interesting”
event has occurred. By only transmitting well-correlated
signals to the base station, radio bandwidth usage is
greatly reduced.

This paper describes the design, implementation, and
deployment of a wireless sensor network for volcanic
monitoring. This paper makes the following contribu-
tions. First, this is the first application to our knowledge
of mote-based sensor arrays to volcanic studies. Second,
we demonstrate that it is possible to capture infrasonic
signals from an erupting volcano using a wireless sensor
network, and that the captured data correlates well with
a colocated, wired seismic and acoustic array. Third,
we develop a distributed, in-network event detection and
correlation algorithm the greatly reduces communication
requirements for larger-scale sensor arrays.

The rest of this paper is organized as follows. In
Section II we present the scientific background for the
use of infrasonic arrays to monitor volcanic activity.
Section III presents the design of our wireless sensor
network for capturing continuous infrasonic signals, and
Section IV describes our experience with a real sensor
network deployment at Volćan Tungurahua. In Section V
we describe the distributed event correlation scheme, and
we evaluate its performance with respect to scalability,
bandwidth, and power consumption in Section VI. Fi-
nally, Section VII presents future work and concludes.

II. BACKGROUND

Networks of spatially-distributed sensors are com-
monly used to monitor volcanic activity, both for hazard
monitoring and scientific research [2]. Typical sensing
instruments include seismic, acoustic, GPS, tilt-meter,
optical thermal, and gas flux. Unfortunately, the number
of deployed sensors at a given volcano has traditionally
been limited by a variety of factors, including monetary
expenses such as sensor, communication, and power
costs; logistical concerns related to time and access
issues; and archival and telemetry bandwidth constraints.

A. Volcanic monitoring arrays and networks

Volcanic sensors range from widely dispersed instru-
ment networks to more confined sensor arrays. An indi-
vidual sensor station may consist of a single sensor (e.g.,
seismometer or tilt sensor), or an array of several closely-
spaced (102 to 103 m aperture) wired sensors, perhaps
of different types. Multiple stations may be integrated
into a larger network that is installed over an extended
azimuthal distribution and radial distance (102 to 104 m)
from the vent. Data from the various stations may be
either recorded continuously or as triggered events and
the acquisition bandwidth depends upon the specific data
stream. For instance, seismic data is often acquired at 24-
bit resolution at 100 Hz, while tilt data may be recorded
with 12-bit resolution at 1 Hz or less.

Sensor data at a station may be recorded locally or
transmitted over long-distance radio or telephone links
to an observatory located tens of kilometers from the
volcano. At the receiving site, data is displayed on
revolving paper helicorders for rapid general interpreta-
tion and simultaneously digitized for further processing.
However, due to the expense and bandwidth constraints
of radio telemetry, high-quality, multi-channel data ac-
quisition at a particular volcano is often limited. These
analog systems also suffer from signal degradation and
communication interference.

As a result, many scientific experiments use a stand-
alone data acquisition system at each recording station.
The digitizer performs high-resolution analog-to-digital
conversion from the wired sensors and stores data on
a hard drive or Compact Flash card. However, these
systems are cumbersome, power hungry (≈ 10 Watts),
and require data to be manually retrieved from the
station prior to processing. Depending on the size of the
recording media, a station may record several days or
weeks’ worth of data before it must be serviced.

B. Scientific and monitoring goals

Volcanic monitoring has a wide range of goals, related
to both scientific studies and hazard monitoring. The
type and configuration of the instrumentation depends
on the goals of a particular study. Traditionally, dis-
persed networks of seismographs, which record ground-
propagating elastic energy, are utilized to locate, deter-
mine the size of, and assess focal mechanisms (source
motions) of earthquakes occurring within a volcanic ed-
ifice [3]. At least four spatially-distributed seismographs
are required to constrain hypocentral (3D) source loca-
tion and origin time of an earthquake, though using more
seismic elements enhances hypocenter resolution and



Fig. 1. Sensor arrays for volcanic monitoring.

the understanding of source mechanisms. Understanding
spatial and temporal changes in the character of volcanic
earthquakes is essential for tracking volcanic activity, as
well as predicting eruptions and paroxysmal events [4].

Another use of seismic networks is the imaging of
the internal structure of a volcano through tomographic
inversion. Earthquakes recorded by spatially-distributed
seismometers provide information about propagation
velocities between a particular source and receiver.
A seismically-active volcano thus allows for three-
dimensional imaging of the volcano’s velocity struc-
ture [5], [6]. The velocity structure can then be related
to material properties of the volcano, which may be used
to determine the existence of a magma chamber [7], [8].

Dense array configurations, with as many as several
dozen seismographs, are also an important focus of
volcanic research [9], [10]. Correlated seismic body
and surface wave phases can be tracked as they cross
the array elements, enabling particle motion and wave-
field analysis, source back-azimuth calculations, and
enhanced signal-to-noise recovery.

C. The role of infrasound

Infrasonic signals are becoming an increasingly im-
portant means by which to study volcanic activity. An
acoustic antenna, with three or more microphones that

record low-frequency sound pressure waves, are used for
enhancing signal-to-noise and discriminating the source
of a volcanic event [11]. In cases where the volcanic
vent may not be visible due to terrain or cloud cover,
infrasonic signals can help differentiate eruptive activity
from other sources of seismic signals such as mining
operations or bovine ambulation. In volcanoes with mul-
tiple vents, such as Stromboli, Italy, an array of acoustic
sensors can triangulate the precise location of individual
eruptions [12].

Combining seismic and acoustic signals in a sensor
array has great potential for assessing eruption intensity
and interpreting trends in volcanic activity [13]. Infra-
sonic signals have also been used to track non-stationary
sources [14] and to understand the weather-dependent
velocity structure of the atmosphere [15].

D. Opportunities for wireless sensor networks

Wireless sensor networks present new opportunities
for volcanic monitoring by offering increased scale and
resolution. As mentioned above, analog radio telemetry
has been used at volcanic monitoring stations for some
time. More recently, spread-spectrum digital modems
have been employed to transmit digital data from remote
monitoring stations to an observatory. For example, at
Mount Erebus, Antarctica, a five-station sensor array was



installed that transmits real-time data over a FreeWave
modem [16] to a central PC that is connected to the
Internet over a geosynchronous satellite link [17].

However, these approaches are still limited in terms
of the number of individual channels (seismic, acous-
tic, etc.) that can be recorded at each station and the
communication bandwidth of the long-distance radio
link. The number and placement of sensors at a station
is limited by power requirements, cable length, and
data recording capabilities. For example, a typical data
recorder supports only up to six 24-bit channels. The use
of small, low-power, wireless sensor nodes can greatly
benefit volcanic monitoring studies, allowing researchers
to deploy large sensor arrays in a versatile fashion. A
sensor array of tens of microphones or seismic elements
will improve spatial resolution and resilience to wind
noise and permit much more detailed analysis of received
signals. Unlike a fixed data logger, wireless sensor
networks are reprogrammable, allowing researchers to
experiment with signal processing, compression, over-
sampling, and other techniques to improve the quality
of the data captured.

The use of wireless sensor networks in this context
raises a number of new challenges. The data rates from
individual sensors (≈ 100 Hz) are much higher than
those in low data-rate applications, such as environmen-
tal monitoring [1], [18]. Therefore, new approaches to
managing bandwidth are required, since even a small
number of sensors will saturate the wireless link. Rather
than sampling and transmitting data continuously, it is
necessary to perform compression, correlation, or other
processing of signals on the sensor nodes themselves. In
addition, sensor nodes must be tightly time synchronized
to allow signals from each node to be compared.

III. SYSTEM DESIGN

In this section, we present a detailed description of
our wireless sensor array for volcanic monitoring. Our
initial experiment focused on establishing feasibility by
capturing complete, high-resolution signals from a small
number of wireless sensor nodes, and comparing this
data to that from a colocated wired station. However,
our system architecture can generalize to much larger
deployments, as we describe in Section V.

A. System architecture

Our design consists of several components, shown in
Figure 2. The first is a set ofinfrasound monitoring
nodes, which sample low-frequency acoustic signals (up
to 50 Hz). These nodes transmit their signals to an

aggregator node, which relays the signals over a long-
distance wireless link to awired base station, a laptop
running various software tools to visualize, store, and
analyze the real-time signals from the wireless array.
To establish a common time base across the captured
signals, aGPS receiver nodeis used, which receives a
GPS time signal and relays the data to the infrasound
and aggregator nodes through radio messages.

The infrasound, aggregator, and GPS receiver nodes
are based on the Mica2 mote, a typical wireless sensor
device. It consists of a 7.3 MHz ATmega128L proces-
sor, 128KB of code memory, 4KB of data memory,
and a Chipcon CC1000 radio operating at 433 MHz
with a data rate of approximately 34 Kbps. The Mica2
runs a lean, component-oriented operating system, called
TinyOS [19].

B. Infrasound node

The infrasound monitoring node (Figure 3(a)) uses
a custom sensor board1 consisting of an amplifier and
filtering circuit connected to a Panasonic WM-034BY
omnidirectional electret condenser microphone. These
microphones have been used in other infrasonic monitor-
ing studies [13] and have been found to have very good
low frequency response, despite their small size. The
sensor board has a manually configurable gain setting
(from 1x to 20x) using a jumper block. Given the low
dynamic range of the ADC on the Mica2 motes (10 bits),
we used the highest gain setting during our deployment.

Each infrasound node was programmed to sample data
continuously at 102.4 Hz, allowing signals up to 51.2 Hz
to be accurately.2 A set of 25 consecutive samples is
packed into a 32-byte radio packet and transmitted at
approximately 4 Hz. The radio packet header includes
a sequence number (used to detect lost packets), the
source node ID, and information on the most recent GPS
timestamp (Section III-D). Upon receiving each packet,
the aggregator node transmits a short acknowledgment. If
the acknowledgment is not received by the source node,
it will attempt retransmission up to 5 times.

After some initial experimentation with this design, we
noticed that the samples provided by the Mica2’s internal
ADC were distorted during radio transmission. While the
radio is in the process of transmitting a packet, any ADC
readings taken were offset lower by several bits. Because

1This board was designed by Pratheev Sreetharan at Harvard
University.

2Because the TinyOS timer component measures time in binary
milliseconds, 102.4 Hz is the closest available value to our desired
sampling frequency of 100 Hz.
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Fig. 3. Equipment used in our sensor network deployment.

of the length of the radio message, preamble, and other
overhead, up to 3 samples in a given packet may be
affected by the transmission of the previous packet. We
believe this is caused by the lack of an external, fixed
voltage reference for the ADC, some issues with the
Mica2 ground plane, as well as EM interference from
the radio oscillator itself. However, due to the relatively
high sample rate, we were unable to completely avoid
sampling during radio transmissions.

To correct this distortion, we utilized information
from the TinyOS MAC layer, which allows
an application component to be notified when
a message is being transmitted through the
RadioSendCoordinator.startSymbol()
event. The difference between the last ADC reading
before the transmission and the first reading during the
transmission is measured. If this offset is below some
small threshold, an offset is added to each ADC reading
taken during transmission. While this is a very simple
filter, it effectively corrects for the ADC distortion
(Figure 4).

This problem motivates the need good for cross-
layer information flow in embedded systems software.
The application’s ability to know exactly which ADC
readings are affected by a radio transmission allows the
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Fig. 4. Data filtering to correct for radio interference with
analog-to-digital signal conversion on the Mica2.The top
figure shows an acoustic signal from a mote before filtering;
the 4 Hz noise is caused by radio transmissions interfering
with the ADC. The bottom figure shows a signal from a
different mote with filtering enabled.

data to be corrected on the fly, rather than attempting
to correct the signal distortion after the fact. However,
better hardware designs are another solution: our initial
testing of the Moteiv Telos motes [20] indicates that they
do not exhibit this problem.



C. Aggregator node and long-distance data transmission

The aggregator node receives infrasonic sample and
GPS timestamp messages and acknowledges them, as
described above. It relays each received message to its
serial port, which is connected to a FreeWave spread-
spectrum modem (Figure 3(b)) providing a reliable serial
data connection over distances of 20 km or more. On the
receiving end of the link, a second FreeWave modem
is connected to a laptop base station running a Java
program that logs the raw data to a series of files.
Each file contains the raw contents of each received
radio packet, consisting of infrasound samples from each
sensor node as well as GPS timestamp messages (see
below). The real-time data is also exported via a TCP
socket (using the TinyOSserialforwarder program) to
allow other programs to visualize or process the stream
of samples in real time. All other data analysis was
performed on the logged data files.

D. GPS receiver node

Because we are interested in correlating signals across
multiple sensor nodes and comparing our signals to
those captured at co-located wired sensor arrays, it is
essential that we accurately timestamp the sensor data
from each node. For this purpose, we made use of a
Garmin GPS 18LVC receiver puck that provides a 1 Hz
digital signal accurate to within 1µsec of the GPS
timebase, through a serial interface transmitting binary
or ASCII NMEA 0183 GPS data. The GPS puck is
connected to a separate Mica2 node acting as a GPS
receiver, with the PPS time signal tied to an interrupt
line.

Our time synchronization protocol is similar in nature
to RBS [21]. When the PPS interrupt from the GPS
receiver is raised, the GPS receiver node records the
local value of a 921.6 KHz timer. It then broadcasts
a radio packet containing a sequence number, the GPS
timestamp of thepreviousNMEA 0183 GGA sentence
in HHMMSS format, and the delay (measured in ticks
from the 921.6 KHz timer) between the PPS interrupt
and the time that the node begins transmitting the mes-
sage (that is, after MAC delay and backoff).

Because every sensor node will receive this radio
message at the same time, we can record the local
time at each node when this message was received
and use this information to cross-correlate the signals
being captured by each infrasound node. The MAC delay
reported by the GPS sender can be used to register
this common timebase back to the true GPS time for
comparison with other stations. Our initial deployment

only requires single-hop time synchronization, although
this approach can be readily extended to multihop cases
using a multihop time synchronization protocol [22].

E. Time regression

To perform analysis of the data recorded across the
sensor array, it is necessary to align the sample streams
from each node to a common timebase. This step is
performed offline on the data logged at the base sta-
tion. Each log entry consists of a tuple of the form
{moteid, packetno, sample}, wheremoteid is the ID of
the transmitting mote,seqno is the sequence number
for the corresponding radio packet, andsample is the
10-bit ADC sample data. Recall that 25 samples are
contained in each radio message. If a GPS timestamp
message was received by the node while collecting
samples in this packet, the log entry will also contain
two additional fields: the sequence number of the GPS
timestamp message, and the index of the sample (0 to 24)
that was being acquired when the GPS message was
received. The true GPS time and transmission delay for
each GPS timestamp is logged separately.

We expect that the sampling rate of individual nodes
may vary slightly over time, due to changes in temper-
ature and battery voltage. In addition, our logs do not
record the precise time that a GPS timestamp message
arrives during the acquisition of a sample. To address
these uncertainties, we apply a linear regression to the
logged data stream, using the samples tagged with GPS
timestamp arrivals as inputs to the regression. The output
is the estimated sampling rate of each node over time,
allowing individual samples to be mapped to a “true”
time that the sample was acquired. The regression is
applied to runs of logged samples with no more than 100
missing packets between runs, and with a maximum of
10,000 samples in each run.

F. Physical packaging

Clearly, leaving sensor nodes in an exposed environ-
ment requires appropriate physical packaging to protect
the instruments from moisture, humidity, and sunlight.
Our nodes were enclosed in watertight Pelican cases
of various sizes, which are inexpensive, easy to open
and close, and very effective at protecting against the
elements. Weatherproof 1/4-wave whip antennas were
used for each of the sensor nodes, which were attached
to the outside of each Pelican case, and a small hole
was drilled to thread the antenna pigtail inside the case.
Silicone sealant was used to weatherproof this opening.



Tungurahua

Fig. 5. Map showing location of Volćan Tungurahua.

The microphones require open access to the atmo-
sphere to measure incident pressure waves from the
volcano. A small hole was drilled on the side of the
infrasonic microphone node cases to allow approxi-
mately 1 m of coax cable attaching the microphone to
the mote inside the case. The microphones themselves
were protected with a makeshift wind- and rain-shield
consisting of the top cut off of a two-liter plastic pop
bottle. The microphone was placed inside the mouth of
the bottle and oriented downwards to minimize moisture
accumulation.

IV. D EPLOYMENT AT VOLCÁN TUNGURAHUA

To demonstrate the value of wireless sensor networks
for volcanic monitoring, we deployed a small infrasonic
monitoring network, using the design in the previous
section, at Volćan Tungurahua, an active volcano in cen-
tral Ecuador. Our network consisted of three infrasonic
monitoring nodes, continuously transmitting infrasonic
signals at 102 Hz to a central aggregator node, which
relayed the data over a wireless link to an observatory
approximately 9 km from the monitoring station. The
deployment was active from July 20–22, 2004 and col-
lected over 54 hours of infrasonic signals. During this
time, the volcano was erupting at the rate of several small
or moderate explosions an hour.

A. Volćan Tungurahua

Volcán Tungurahua (78.43◦W, 1.45◦S) is located
on the central part of the Eastern Cordillera of the
Ecuadorean Andes (Figures 5 and 6). Its current cone
has a steep flank (30-35◦ slopes) and a crater at the upper

Fig. 6. Volcán Tungurahua.

part of its northwestern flank. Baños, an important tourist
destination in Ecuador with 25,000 inhabitants, is located
at the foot of the volcano close to Agoyan, one of the
country’s largest hydroelectric plants. Rural communities
are dispersed all around the volcano’s lower flanks.

Geological studies show that Volcán Tungurahua has
produced Plinian-type eruptions as well as at least two
sector collapses (≈ 13,000 and 3,000 years b.p. [23]).
Since colonial times (1534), five eruptive cycles have oc-
curred: 1641–1646, 1773–1781, 1886–1888, 1916–1918,
and 1999–present. Generally, these eruptions were char-
acterized by tephra-and-ash falls covering the volcano
flanks, especially the western slopes, lahars, pyroclastic
flows, and lava flows running down the north, west and
south-western valleys.

The current eruptive period was preceded by anoma-
lous seismicity first detected in 1993 by the local seismic
network [24]. In October 1999, after a few months
of increasing seismicity, Tungurahua emitted an ash
column with incandescent blocks. This activity led to
the evacuation of more than 16,000 residents from the
surrounding areas. As of August 2004, more than 1,900
volcanic explosions have been recorded at Tungurahua
by the Instituto Geofı́sico in Quito. Activity has been
grouped into eight eruptive cycles. The last cycle started
on May 2004 and reached its climax in June. These
eruptive periods have manifested ash emissions, and
vulcanian and strombolian activity.

Volcán Tungurahua is monitored by the Instituto
Geof́ısico of the Escuela Politecnica Nacional (IGEPN)
using a seismic network of seven short-period stations,
one broadband station, two tiltmeters, five deforma-
tion control lines, acoustic flow meters, and an SO2-
concentration measurement system. In November 1999,



a temporary microphone for recording infrasound signals
was deployed in a ridge just in front of the volcano
northwestern flank [11]. In addition, numerous scientific
campaigns, such as ours, have deployed temporary mon-
itoring stations on the volcano.

B. Deployment

Our sensor network deployment was colocated with a
wired seismic and infrasound station used by researchers
from UNC and IGEPN. The deployment station was lo-
cated via GPS at 78.46380◦W, 1.43561◦S at an elevation
of 2889 m.

As described previously, the aggregator node transmits
data via a FreeWave modem to a laptop acting as a base
station. The laptop was kept at the volcano observatory
operated by IGEPN, which is located 9 km away from
the monitoring station. The observatory is in a valley
with direct line-of-sight to the monitoring station on
the volcano. A pair of 9 dBi 900 MHz Yagi antennas
(Figure 3(c)) were used to establish connectivity be-
tween the two FreeWave modems. The GPS receiver
and FreeWave modem were powered by a 12 V car
battery (smaller lead-acid batteries were used for testing
but are disallowed on commercial air flights). All other
nodes were powered by 2 AA batteries and operated
continuously during the 54-hour deployment.

The aggregator node, GPS receiver, FreeWave modem,
Yagi antenna, and car battery were placed at the foot of
a tree. One of the infrasonic nodes was placed about 1 m
above ground in the same tree. Another node was placed
6.3 m away in a second tree, while the third node was
placed 10.7 m away on a tree stump. Infrasound nodes
were elevated in trees both to improve radio reception
and to minimize molestation by cows grazing nearby.
The terrain at this location was fairly steep with a
large amount of vegetation, making it difficult to select
locations further away from the aggregator node.

C. Data analysis

We logged over 54 hours of continuous data from
the sensor network. Analyzing this raw data presented
a number of challenges. Although the infrasound nodes
use a retransmission scheme to improve reliability, a
large number of packets are missing from the recorded
dataset. On several occasions, the FreeWave modems
would experience short dropouts of several seconds,
causing data from all nodes to be lost. In addition, GPS
timestamp messages from the GPS receiver may not have
been received at the basestation, although the infrasound
motes may have received the message. Finally, on a
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Fig. 7. Packet reception and loss statistics.The graph shows
packet loss rate, averaged over one-minute intervals, for an
11-hour trace. Mote 4 exhibited negligible losses during this
time. The table summarizes packet loss over the entire 54-hour
deployment.

number of occasions, duplicate packets were recorded,
most likely due to a lost acknowledgment and redundant
retransmission. Before registering the data to a common
timebase as described in Section III-E, it was necessary
to “clean up” the raw logs by accounting for lost and
duplicate packets.

The loss rate for each node varied during the deploy-
ment. Figure 7 shows the loss rate, averaged over one-
minute intervals, for an 11-hour trace. We believe that
the gradual variation in loss is due to weather condi-
tions (e.g., rain) affecting radio transmission, although
it is possible that temperature fluctuations (heating and
cooling of components in the Pelican cases) may have
contributed to this effect as well. Mote 4 experienced
very low loss, due to its positioning with a clear line-
of-sight to the receiver. Note that Mote 2, despite being
located in the tree above the receiver, experienced some-
what higher losses, probably due to antenna orientation.
Figure 7 summarizes the packet loss rate for each of the
motes during the entire deployment.

Through visual inspection of the time-regressed logs,
we manually verified well-correlated infrasonic signals
from nine separate explosions recorded during our de-
ployment. The frequency of explosions varied greatly,
with inter-explosion times ranging from 1 hour to over
24 hours. Data recorded by our sensor array during an
example explosion is shown in Figure 8. Infrasonic and
seismic data from the colocated wired station is shown
for comparison. As the figure shows, the wireless array
demonstrates very good correlation with wired station.
Note that the seismic signal precedes the acoustic by
several seconds due to its faster propagation speed.
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V. D ISTRIBUTED EVENT DETECTION

Our initial deployment on Volćan Tungurahua was
small enough that it was possible to transmit continu-
ous signals from each of the nodes. However, such an
approach is not feasible for larger arrays deployed over
longer periods of time. We are planning to deploy a
much larger (approximately 30 node) sensor array on
Tungurahua within the next 8-12 months. To save band-
width and energy, it is desirable to avoid transmitting
signals when the volcano is quiescent. In this section, we
describe a distributed event detector that only transmits
well-correlated signals to the base station.

A. Distributed Detector Design

Our distributed detector uses a decentralized voting
process to measure signal correlation among a group of

nodes. Each node samples data continuously at 102.4 Hz
and buffers a window of acquired data while running a
local event detection algorithm. When the local event
detector triggers, the node broadcasts a vote message. If
any node receives enough votes from other nodes during
some time window, it initiates global data collection by
flooding a message to all nodes in the network. Note
that in this approach, voting uses local radio broadcast,
while data collection is initiated using a global flood.
Our expectation is that in a typical deployment, each
node will have multiple neighbors within radio range
with which it can compare votes using local broadcast
only.

To reduce radio contention during data collection, we
use a token-based scheme for scheduling transmissions.
Upon initiating global data collection, the first node



(ordered by node ID) transmits its complete buffer of
data to the base station, performing retransmissions for
any lost packets. Once the complete buffer has been
transmitted, the node broadcasts a message indicating
that the next node in the numeric sequence should
transmit its buffer. If a node does not hear the token
exchange (or has failed), the base station will flood
the network with a data request after a timeout period,
ensuring forward progress.

B. Local Detector Design

Our design decouples the distributed voting scheme
from the specific local event detection algorithm used,
allowing us to explore different approaches. Figure 8
shows a typical infrasonic wave. Designing a local event
detector for this kind of waveform is straightforward,
although some tuning is required to minimize false
positives (which may trigger data collection for uncorre-
lated signals) and false negatives (which may cause true
explosions to be missed).

We have implemented two local event detectors: a
threshold-based detector and an exponentially weighted
moving average (EWMA)-based detector. The threshold
detector is triggered whenever a signal rises above one
threshold,Thi, and falls below another,Tlo, during some
time windowW . Because this detector relies on absolute
thresholds, it is sensitive to the particular microphone
gain on each node. It is also susceptible to false trigger-
ing due to spurious signals, such as wind noise, although
the voting scheme described above mitigates this effect.

The EWMA detector calculates two moving averages
with different gain parameters,αshort and αlong, repre-
senting both short-term and long-term averages of the
signal. For each ADC sample, each moving average is
calculated as:

average = α · sample + (1− α)average

For our analysis below, we useαshort = 0.05 and
αlong = 0.002. For each new sample, the detector
compares the ratio of the two averages. If the ratio
exceeds some thresholdT (i.e., the short-term average
exceeds the long-term average by a significant amount),
the detector is triggered. This detector is less affected
by the sensitivity or bias of individual sensor nodes.
Because a large signal will cause the detector to trigger
for multiple successive samples, we suppress duplicate
triggers over a window of 100 samples.

VI. EVALUATION

We implemented the distributed event detector in
TinyOS and tested it on an array of 8 Mica2 nodes in
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Fig. 9. Distributed detector network bandwidth consump-
tion. Values are shown as packets per second. The voting and
round-robin data collection phases are clearly visible.

our lab. The infrasonic signals used to trigger the array
were produced by decisively closing the lab door, which
closely mimics infrasonic signals produced by a volcano.
Since the lab experiments were not intended to evaluate
the accuracy of the local detector we exploited the lack of
wind noise in the lab and deployed the simple threshold
detector described above. Because we were only able
to deploy 4 nodes with infrasonic sensor boards, the
voting thresholds were adjusted accordingly. Although
only 4 nodes participated in the voting process, data
was still collected from all 8 nodes, the remaining four
equipped with standard Mica2 sensor boards (which are
not sensitive enough to detect infrasound).

A. Energy usage

Figure 10 shows the power consumption of a node
running the original continuous data-collection code. For
comparison, Figure 11 shows the power consumption
of the distributed event detector. Each node exhibits a
baseline current draw of about 18 mA. The continu-
ous sampling code experiences spikes up to 36 mA
during radio packet transmissions every 4 Hz, while
the distributed detector only experiences these spikes
while transmitting votes and (for correlated signals) data
transmission to the base station.

Assuming a constant 3 V supply voltage, under the
continuous sampling model the total power consumption
over a time intervalt is roughly:

Pc = 3 · 18 + ρtxPtxmW

where Ptx is the power required to transmit a single
packet, andρtx is the rate of transmission, approximately
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Fig. 10. Power consumption of the original continuous data
collection code.The baseline power consumption is about
18 mA, while high-frequency spikes up to 22 mA are caused
by ADC sampling. The 4 Hz spikes are caused by radio packet
transmissions. Due to CSMA backoff these transmissions are
not equally spaced.

4 Hz. For the distributed detector, the power consumption
is:

Pd = 3 · 18 + ρvotePtx + ρsendPtxn

where ρvote is the local voting rate,ρsend is the rate
at which correlated signals are transmitted to the base
station, andn is the number of packets in the local
window to transmit.

On the Mica2, the time to transmit a single packet
is approximately 20 ms, soPtx = 3 · 20ms · 36mA =
2.16 mW. To transmit a buffer of 1500 samples with 25
samples/packet,n = 60 packets.

Assuming that nodes detect a correlated signal every
1/2 hour, and locally vote at twice this rate (i.e., 100%
false positive event detection), we have

Pc = 3 · 18 + 2.16/4 = 54.54mW

Pd = 3 · 18 + 2.16/900 + 50(2.16/1800)

= 54.062mW

for a savings of 0.48 mW. Note that in both cases,
power usage is dominated by the 18 mA baseline current
consumption. By employing careful duty cycling of the
CPU and radio in between sampling periods, energy
usage could be reduced further, and we intend to explore
this as future work.

B. Bandwidth usage

Figure 9 shows the number of radio messages trans-
mitted by the sensor array during the detection of an
event, clearly showing the voting and data collection
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phases. The delay between the decision to collect data
and the onset of the data collection phase allows the
nodes to center the event in their buffers. As shown
on the graph, approximately 16 sec are required to
complete data recovery from 8 nodes in our current
distributed detector. Note that we do not currently use
any compression or larger data packet sizes, both of
which would improve transfer speed. This latency scales
linearly with the number of nodes in the array and
the size of the sample buffer on each node. The total
number of nodes in the network is bounded only by
the total amount of time to transfer complete signals
to the base station, which is far less than the expected
frequency of eruptions. Even if this were not the case,
nodes could readily log multiple events to EEPROM for
later transmission.

In contrast, the continuous sampling scheme requires
each node to transmit one packet every 1/4 sec, con-
suming (n × 4 × 32) bytes/sec of bandwidth (counting
application payload only), wheren is the number of
nodes. We have benchmarked the radio performance of
the Mica2 node which can achieve roughly 7 Kbps from
a single transmitter. Assuming perfect channel sharing,
a single radio hop, and no packet loss, we can optimisti-
cally support up to 7 nodes in this configuration. We have
benchmarked the CC2420 802.15.4 radios on the Telos
mote as capable of achieving about 22.5 Kbps (using the
standard TinyOS MAC layer and packet size), allowing
up to 25 nodes in a single radio hop. However, with this
many nodes it would be necessary to spread the array
over a larger area, requiring multihop communication



which reduces available bandwidth.

C. Detector Accuracy

The accuracy of the two local event detector algo-
rithms is presented in Figure 12. For this experiment,
we fed the detectors with the complete trace of data
recorded on Tungurahua. Recall that there are 9 known
explosions in this data over a 54 hour period. For each set
of parameters, the total number of votes (potential local
events) is shown, along with the number of correlated
events resulting in global data collection. We manually
verified each of the reported events as true explosions or
false positive detections.

As expected, as the local detector becomes more
selective, fewer voting rounds are initiated, although not
all of the known explosions are detected. Increasing the
number of votes required to trigger global data collection
further reduces the sensitivity of the distributed detector.
It is important to keep in mind that even with a large
number of false positives, the distributed event detec-
tor saves significant bandwidth over continuous sample
transmission.

VII. F UTURE WORK AND CONCLUSIONS

Seismology presents many exciting opportunities for
wireless sensor networks. Low-power, wireless sensors
can greatly improve spatial resolution, signal-to-noise,
and the ability to discern interesting volcanic events from
other sources. In this paper, we have demonstrated the
feasibility of using wireless sensors for volcanic studies.
Our deployment at Volćan Tungurahua provided a wealth
of experience and real data from which we can develop
more sophisticated tools for volcanic instrumentation.

Our primary direction for future work is to expand the
number of sensors in the array and distribute them over
a wider aperture. This approach will make it possible
to instrument volcanoes at a resolution that has not
generally been possible with existing wired systems. In
addition, we plan to integrate seismic sensors into the
array, providing a multimodal view of volcanic activity.
Seismic sensors may also be able to act in a triggering
capacity, exploiting the precursory nature of the seismic
signals as shown earlier.

In order to meet these goals, it is critical to man-
age energy and bandwidth usage carefully. By pushing
computation to the sensor nodes themselves, we can
shift away from continuous data collection to allowing
the network to report only well-correlated signals. In
addition, we plan to develop distributed algorithms for
source back-projection and various filtering schemes that

will further distill the seismic and acoustic signals. We
intend to return to Tungurahua in early 2005 to test
the seismo-acoustic array and distributed event detection
scheme.

Our long-term plans are to provide a permanent, repro-
grammable sensor array on Tungurahua. This resource
will benefit numerous research groups that are perform-
ing studies on the volcano, and allow scientists to retask
the network for specific experiments. Clearly, this raises
challenges in the areas of programming models and
resource management and sharing. We hope to provide
a high-level language framework for reprogramming the
sensor array [25] that will give scientists an abstract view
of the network, as well as Web-based tools for remote
management [26].
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